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•看不懂ARDS的paper ，
令我驚慌 ?



AI in Real world
以出國旅遊住飯店為例
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自助飯店: 機器人check in









自助飯店: 機器人check out



AI = ARTIFICIAL INTELLIGENCE 
[人工智能(慧)]

What is AI ? 



李友專: 醫療大未來



https://www.geospatialworld.net/blogs/difference-between-ai%EF%BB%BF-machine-learning-and-deep-learning/



•Artificial intelligence:
– Any technique that enable computer to mimic human 

intelligence, using logic, if-then rules,  decision trees, and 
machine learning (including deep learning)

• Machine learning:
– A subset of AI that includes abstruse statistical 

techniques that enable machines to improve at tasks 
with experience. The category includes deep learning.  

• Deep learning:
– The subsets of machine learning composed of algorithms 

that permit  software to train itself to perform tasks, like 
speech and image recognition, by exposing multilayered 
neural networks to vast amounts of data.  



Artificial intelligence (AI)

• In computer science, artificial intelligence (AI), 
sometimes called machine intelligence, is 
intelligence demonstrated by machines, in 
contrast to the natural intelligence displayed by 
humans and animals. 

• The core problems of AI include programming 
computers for certain traits such as: Knowledge, 
Reasoning, Problem solving, Perception, Learning, 
Planning, Ability to manipulate and move objects.

https://en.wikipedia.org/wiki/Computer_science
https://en.wikipedia.org/wiki/Intelligence
https://en.wikipedia.org/wiki/Machine


“人工智(能)慧”定義

「系統正確解釋外部資料，從這些資料中學
習並利用這些知識，通過靈活適應實現特
定目標和任務的能力」。

by Andreas Kaplan and Michael Haenlein

• Business Horizons, 2019 62(1), 15-25

https://www.sciencedirect.com/science/article/pii/S0007681318301393
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Machine Learning

• The field of study that focuses on how computers 
learn from data and the development of 
algorithms that make this learning possible
– Supervised learning (監督學習):

–Algorithms that are used to uncover the 
relationship between a set of features and one 
or more known outcomes

– Unsupervised learning (非監督學習):
–Algorithms that are used to uncover naturally 

occurring patterns or groupings in the data, 
without targeting a specific outcome



Machine Learning

• 監督學習
– 指事先給定機器一些訓練樣本並且告訴樣本的類別，
然後根據這些樣本的類別進行訓練，提取出這些樣
本的共同屬性或者訓練一個分類器，等新來一個樣
本，則通過訓練得到的共同屬性或者分類器進行判
斷該樣本的類別。

• 非監督學習
– 是不給定訓練樣本，直接給定一些樣本和一些規則，
讓機器自動根據一些規則進行分類。



Big data

• Digital data that are generated in high volume 
and high variety and that accumulate at high 
velocity, resulting in datasets too large for 
traditional data-processing systems



Algorithms (演算法)

• In mathematics and computer science, an 
algorithm is an unambiguous specification of 
how to solve a class of problems. 

• Algorithms can perform calculation, data 
processing, automated reasoning, and other 
tasks.

https://en.wikipedia.org/wiki/Mathematics
https://en.wikipedia.org/wiki/Computer_science
https://en.wikipedia.org/wiki/Unambiguous
https://en.wikipedia.org/wiki/Calculation
https://en.wikipedia.org/wiki/Data_processing
https://en.wikipedia.org/wiki/Automated_reasoning


Models

• Model training 
– The process through which machine learning algorithms develop a model of the 

data by learning the relationships between features and, in supervised learning, 
between features and outcomes. This is also referred to as model derivation or 
data fitting

• Model validation (Model testing)
– The process of measuring how well a model fits new, independent data. For 

example, evaluating the performance of a supervised model at predicting an 
outcome in new data. 

• Predictive model
– A model generally trained to predict the likelihood of a condition, event, or 

response. The US FDA specifically considers predictive strategies as those geared 
toward identifying groups of patients more likely to respond to an intervention 

• Prognostic model
– A model specifically trained to predict the likelihood of a condition-related 

endpoint or outcome such as mortality. In general, the goal is to estimate a 
prognosis given a set of baseline features, regardless of what ultimately leads to 
the outcome







AI三要素

•Big data

•Machine learning

•Models



Conceptual Overview of 
Supervised Machine Learning







AI in Medicine 



Artificial Intelligence (AI) in Medicine 

• 第一波:
– 1954, Eliza DOCTOR

• 第二波: 

–1980, 專家系統

•第三波:

–Machine learning
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Clinical Decision Support System (Program)

李友專: 醫療大未來
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Artificial Intelligence (AI) in Medicine 

• 第一波:
– 1954, Eliza DOCTOR

• 第二波: 

–1980, 專家系統

•第三波:

–Machine learning









FDA-approved in 11/Apr/2018: IDX-DR 

Detect Diabetes Retinopathy







HRCT  Criteria for UIP pattern



HRCT  Criteria for UIP pattern

Am J Respir Crit Care Med Vol 183. pp 788–824, 2011



Lancet Respir Med 2018; 6: 837–45











AI in chest imaging: CXR

A   survey   on   deep   learning   in   medical   image   analysis 
Medical Image Analysis, 2018



AI in Critical Care Medicine 



Data driven decision support tools will permit the busy clinician (physician, nurse, RT) to 
function more efficiently, caring for more patients more safely in much the same way that these 
same tools have been used to enhance the efficiency of business applications.



ICU 





• A, Supervised learning algorithms can be used, 
for example, to uncover the relationship 
between patient clinical features (eg, labora-
tory tests and vital signs) and mortality to 
predict the outcome in future cases

A, Supervised learning algorithms can be used, for example, to uncover the relationship 
between patient clinical features (eg, labora-tory tests and vital signs) and mortality to predict 
the outcome in future cases



B, Unsupervised learning algorithms can be used to uncover naturally occurring groupings or 
clusters of patients based on their clinical characteristics, without targeting a specific outcome.



C, Deep learning algorithms can be used, for example, to extract meaningful features from 
imaging data (eg, chest radiograph) to represent information in an increasingly higher order of 
hierarchical complexity and be able to make predictions, such as the presence of pathologic 
findings



• MIMIC-III: 17,083  admissions  (88.4%  of  eligible 
patients with sepsis) from five separate ICUs in one 
tertiary teaching hospital 

• eRI database:79,073 admissions (73.6% of eligible 
patients with sepsis) from 128 different hospitals 

• The total volume of intravenous fluids and maximum 
dose of vasopressors administered over each 4-h 
period defined the medical treatments of interest. 

• The model aims at optimizing patient mortality, so a 
reward was associated to survival and a penalty to 
death.

Komorowski eta l, Nature Medicine, 2018



• an openly available critical care database
• MIT Lab for Computational Physiology, 

comprising deidentified health data associated 
with ~40,000 critical care patients. 

• demographics, vital signs, laboratory tests, 
medications, and more.

• MIMIC-III
• 58,000 hospital admissions for 38,645 adults 

and 7,875 neonates. 
• The data spans June 2001 - October 2012

https://mimic.physionet.org/



Komorowski eta l, Nature Medicine, 2018



Data flow of the AI clinician

Komorowski eta l, Nature Medicine, 2018



Selection of the best AI policy and 
model calibration 

Komorowski eta l, Nature Medicine, 2018



Komorowski eta l, Nature Medicine, 2018



Komorowski eta l, Nature Medicine, 2018



Summary

• Administering more or less  of  either  treatment  
than the AI policy was associated with increasing 
mortality rates in a dose-dependent fashion

• Avoiding targeting short-term resuscitation goals 
and instead following trajectories toward longer-
term survival

• Aim:  real-time AI clinician

• Require prospective evaluation using real-time 
data and decision-making in clinical trials and also 
testing in different healthcare settings

Komorowski eta l, Nature Medicine, 2018



AI in (Critical Care) Medicine 
的醒思



理論上，不能容許出錯



一旦出錯，可能會要人命



常見 VS 罕見





饅頭 vs. 香菇



Association vs. Casualization

•ARDS的死亡率，在太
陽黑子發現的那一天死
亡率特別高 !





HAI: Human-centered AI









Summary:個人意見

• AI: Business issue, 創投

•鳥事給AI做，人事給人做

•不要為了AI而AI

•從自己的專長發想如何藉由AI
來精進

•以病人為中心為出發點



Thank you for your attention !













FDA-approved: AIDOC

• Automatic detection of acute brain 

hemorrhage

• PACS integration

• FDA approval 15/OCT/2018



Artificial Intelligence (AI) 

• Electric Medical Record (EMR)

• Natural Language Processing

• Deep learning; Machine learning



ATS 2018/5 

Sepsis ?



Terms (1)



Terms (2)



Terms (3)



Algorithms in Data Science 





Contents 

• AI in Sepsis

• AI in chest imaging

• AI in ARDS imaging



Five Questions Data Science 

Answers

• 這是甲，乙、丙還是丁？多元分類（multi-
class classification）

• 偵測異狀（anomaly detection）

• 這有多少／這有幾個？涉及數字而非分類, 
迴歸（regression）

• （資料）的組成為何？聚類法（clustering）

• 我接下來該做什麼？判斷該採取的行動, 強
化學習（reinforcement learning）



Critical care parameters

• T. P. R

• Input, Output

• EKG

• Ventilator waves

• A line

• Picco

• Image: CXR, CT, echo…

• ………



Contents 

• AI in Sepsis

• AI in chest imaging

• AI in ARDS imaging



A survey on deep learning in medical 
image analysis

Medical Image Analysis 42 (2017) 60–88 

Medical Image Analysis, 2018



AI in chest imaging: Lung nodules

• a training data set :42092 chest radiographs 
(33467 normal and 8625 nodule CXR) to optimize network 

weights
Semisupervised learning manner by using all of the image-
level labels (normal or nodule), but only part of the pixel-

level annotations in the training data set: 37.2% (3213 of 
8625) of nodule
• A deep convolutional neural network with 25 layers and 

eight residual connections
• Brightness, contrast, and image size on input chest 

radiographs were randomly adjusted to make DLAD 
irrelevant to the variations

Nam et al, Radiology 2018



AI in chest imaging: Lung nodules

• a tuning data set: 600 CXR

(300 normal and 300 nodule CXR) to optimize 
hyperparameters

• an internal validation data set: 600 CXR

(300 normal and 300 nodule CXR)

• Four independent data sets for external 
validation

Nam et al, Radiology 2018



AI in chest imaging: Lung nodules

•

Nam et al, Radiology 2018



Nam et al, Radiology 2018



TB, Lakhani et al, Radiology, 2017

ILD, Kim et al, J Digit Imaging, 2018

COPD, Gonzalez et al, AJRCCM, 2017
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ARDS definition

• Acute onset over 1 week or less

• Bilateral opacities consistent with pulmonary edema 
must be present and may be detected on CT or chest 
radiograph

• PF ratio <300mmHg with a minimum of 5 cmH20 PEEP 
(or CPAP)

• “must not be fully explained by cardiac failure or fluid 
overload,” in the physician’s best estimation using 
available information — an “objective assessment“ (e.g. 
echocardiogram) should be performed in most cases if 
there is no clear cause such as trauma or sepsis.



ARDS severity

ARDS 
Severity

PaO2/FiO2
*

Mortality**

Mild 200 – 300 27%

Moderate 100 – 200 32%

Severe < 100 45%

*on PEEP 5+; **observed in cohort



Warren MA, et al. Thorax 2018



GREAT MOMENTS IN A.I. (1)



GREAT MOMENTS IN A.I. (2)













Methods of machine learning

• Supervised learning

• Unsupervised learning

• Reinforcement learning













Artificial neural networks (ANN)
Logistic regression models (LRM)
Random forest models (RF)
Support vector machines (SVM) 




